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Abstract. The increasing need for advanced ontology-based knowledgemanage-
ment in the life sciences is generally being acknowledged but, up until now, the
development of biological ontologies lacks adherence to foundational principles of
ontology design. This is particularly true of so-called upper-level ontologies such
as the GENIA ontology which covers biological continuants and has mainly been
devised for corpus annotation in a text mining context. As analternative, we intro-
duce BIOTOP, an upper ontology of physical continuants in the domain of biology,
with a coverage similar to the GENIA ontology. We report on design specifications
and modeling decisions for BIOTOPwhich are based upon formal ontology princi-
ples. As a major desideratum, these continuants are described in terms of necessary
and sufficient conditions. We accomplished this goal for 85 out of the 146 existing
GENIA classes. We use OWL-DL as a formal knowledge representation language
and may thus use a terminological reasoner for classification in order to check and
maintain consistency during the ontology engineering phase.
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1. Introduction

The rapid increase of scientific knowledge in the life sciences has created an enormous
need for advanced knowledge management in this field. As a consequence, many efforts
have been devoted to develop description languages to help structure the knowledge of
this domain. Whereas cell biology and genomics have only marginally been covered
by the traditional clinical vocabularies (such as the roughly 100 sources made available
by the Unified Medical Language System (UMLS) [17]), the development of the Gene
Ontology [7] and, more generally, the Open Biomedical Ontologies (OBO) framework
[13] have put the case of ontology development at the very topof their task agenda.

As with the UMLS, each OBO ontology is independently developed and provides a
partial, highly focused view on biology and medicine, fueled by the specific interests of
various ontology designers. OBO includes at present (July 2006) 58 ontologies covering
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cell types and components, the anatomy and development of several organisms (plants
and animals), chemical entities, biological pathways and processes, molecular functions
and others. The OBO ontologies, up until now, adhere to a rather simple design pattern:
Nodes (called terms) are organized in directed acyclic graphs (DAGs) with labeled edges
(relations) such asIs_A, Part_Of, Develops_Fromand others.

Most of the OBO ontologies were created in a completely informal and ad-hoc fash-
ion which is likely to create conflicting and contradictory interpretations. For example, in
the statementA Part_Of B(with A andB being OBO terms which we consider as refer-
ring to universals), the assertion that “some instances of Aare part of some instances of
B” is quite different from the assertion that “all instancesof A are part of some instance
of B” or that “all instances of B have and instance of A as part”[23,18]. A proposal
has recently been made to provide consistent and unambiguous formal definitions of the
relational expressions that ontologies in OBO [21] should adhere to.

The necessity of a generalized upper-level to support the interoperability between
different domain ontologies and to enforce the consistencyin the process of ontology
construction and maintenance has been advocated by many researchers though this goal
still has not been realized so far. Whilst several proposalsfor general-purpose upper on-
tologies exist (e.g., DOLCE [6] and BFO [22]) and are alreadysubject to vivid discus-
sions, this issue is not really on the radar in the biology domain.

Whereas BIO-BFO [8] and Simple Bio Upper Ontology [15] are sketched without
any concrete application context, the GENIA upper ontologyis most commonly used for
the semantic annotation of texts by the biological text mining community. According to
its designers, GENIA

“is intended to be a formal model of cell signaling reactionsin human. It is to be
used as a basis of thesauri and semantic dictionaries for natural language processing
applications such as information retrieval and filtering, information extraction, docu-
ment and term classification and categorization. Another use of the GENIA ontology
is to provide the basis for an integrated view of multiple databases. [24]”

The GENIA ontology limits itself to a set of highly general upper-level categories and
is restricted to biological continuants. It contains 45 terms (called “classes”) which are
arranged in a tree-wise fashion at a maximum depth of 6 nodes.Besides the taxonomic
relationIs_A it does not contain any further relations or definitory axioms. Instead, so-
called “scope notes” informally phrase the meaning of the single classes as natural lan-
guage statements [24]. As said above, the predominant application of the GENIA ontol-
ogy targets semantic annotation of named entities in biological literature abstracts [14].

In this paper we propose a common upper ontology for biology and adopt the GE-
NIA ontology as the starting point for its development. Taking different traditions of
ontology development into account we define a set of best-practice principles and use
them for a critique of the GENIA ontology as well as the subsequent design of a new
upper ontology of biological continuants. The newly designed ontology is intended to
facilitate the interoperability between existing biomedical ontologies, e.g., the Gene On-
tology, ChEBI, the Mouse Ontology and other OBO ontologies,but also medical ontolo-
gies such as the Foundational Model of Anatomy (FMA) and SNOMED CT. Due to pre-
cisely defined axioms this newly created ontology has the potential to be more rigorous,
consistent and valid than its precursors.



2. Methodology

2.1. Different Traditions of Ontology Design

One may distinguish three fundamentally different approaches to ontology design due
to different traditions, interests and purposes. These different approaches still give rise
to misunderstandings and often fruitless discussions. We refer to them as (i) the lexical-
cognitivist, (ii) the philosophical-realist, and (iii) the computer science approach.

2.2. The Lexical-Cognitivist Approach to Ontology Design

Natural language constitutes the primary means of communication between domain ex-
perts, as used in scientific publications, textbooks, glossaries and dictionaries. The ab-
straction from word meanings is therefore the most natural way domain experts, such
as biologists, chemists or physicians (generally lacking in-depth knowledge in philos-
ophy, logics and computer science) tend to organize their domains of interest. Related
to the methodologies developed by lexicographers and librarians, this approach is also
supported by the cognitive science community which is more interested in describing the
mental representation of reality rather than in the mind-independent reality itself. Pro-
totypical features of concepts (as the entities of thought)therefore guide the enterprise
of ontology construction. Evidence for this language and cognition centered view is the
preference of the words “terms” or “concepts” for describing the nodes in an ontology,
as well as the restriction to inter-concept relations whichdepict semantic association (of
what “normally” has a good degree of plausibility) rather than subscribing to strict formal
properties of the relational statements being used. A discussion of semantic underspeci-
fications of concept-to-concept relationships is often regarded as some kind of sophistry.
This position is also backed by philosophical positions which dispute the accessibility of
a mind-independent reality.

2.3. The Philosophical-Realist Approach to Ontology Design

Regardless of inter-philosophical divergences (which areoften difficult to communicate
to the outside world), philosophers who dedicate themselves to formal ontologies gen-
erally build upon a millenary tradition of metaphysics and logics. Their endeavor of ex-
actly describing entities of being in their essence generally requires a rich inventory of
logical constructs. For many purposes, first-order logics is considered as insufficient for
adequately describing reality. The claim of describing reality by logical statements is
most decidedly raised by the Aristotelian tradition. Accordingly, classifying the world’s
entities in terms of their genera and differentiae is adopted as a fundamental guideline
for the design of formal ontologies.

2.4. The Computer Science Approach to Ontology Design

Computer science has borrowed the term “ontology” from philosophy, using it preferably
in the hitherto non-existent plural form. Here, ontologiesare mainly conceived as com-
putable abstractions of certain domains of interest, mainly driven by concrete application
requirements. Traditionally, only little emphasis has been put on upper ontologies which



has somewhat changed with the advent of the Semantic Web. However, the view pre-
vails that different ontologies represent different and, unfortunately, partly incompatible
views of a given reality. Rather than focusing on upper ontologies, computer science on-
tologists tend to feel more challenged by the tasks of semantic mediation and brokerage.
Another contrast to purely philosophical ontologists is the strong focus on computability.
Therefore, higher-order logics and even full first-order logics are commonly discarded
due to their high computational costs. The attempt of describing more tractable subsets
of logic was one of the major driving forces of developing description logics [1].

2.5. Principles of Ontology Building and Critique

A reasonable starting point for the ontological analysis ofthe biological upper-level is
given by the following principles [5]: (i) select a set of foundational relations, (ii) define
the ground axioms for these relations, (iii) establish constraints across the basic relations,
(iv) define a set of formal properties induced by these formalrelations, (v) introduce the
basic categories and classify the relevant kinds of domain entities accordingly, and, fi-
nally, (vi) elicit the dependencies and interrelations among the basic categories. In our
case, most of these basic categories are borrowed from the upper ontologies BFO [22]
and DOLCE [6] enriched by principles introduced by Rectoret al. [16]. Accordingly,
we adopt the generally accepted, mutually exclusive divisions between universals and
particulars on the one hand, and between continuants and occurrents on the other. Partic-
ulars (individuals) are the concrete and countable entities in the world (e.g., “my hand”)
whereas universals are entities which are instantiated by particulars (e.g., “hand”2). Or-
thogonal to this dichotomy, a fundamental distinction between continuants and occur-
rents is also commonly introduced. The GENIA ontology has noexplicit category for
occurrents3 and hence its focus is put on the representation of continuants.
Furthermore we subscribe to the canonical relations4 recently adopted by OBO [21]:In-
stance_of relates an individual entity to a certain class.Is_Arelates two classes in terms
of taxonomic subsumption. The relationpart_of and its inversehas_part relate indi-
viduals in terms of parthood.5 Furthermore,derives_from holds between an individual
which was either identical or part of another individual at some instant in time. Finally,
has_function and its inverseinheres hold between individual material entities (such as
molecules) and their inherent (biological) functions. As asubcategory of dependent con-
tinuants we introduce here the important notion ofbiological function. Although func-
tion is not addressed directly by the current state of the GENIA ontology, it will prove
necessary for a complete definitory framework of GENIA classes.

2In the context of this paper the termuniversalwill be considered synonymous with the termsclassandtype.
We refrain from the use of the termconceptdue to its multiple, partly contradictory senses. Our distinction
between universals and particulars is made explicit by strict naming conventions: names of universals use
Upper Caseinitials, while names of particulars are written inlower caseletters.

3In practice, annotators have been using the residual category “other” for tagging occurrents.
4We use the following naming conventions: Relations in whichone or more individuals are involved are

expressed by means ofbold face expressions and lower case initials. Relations involving classes only come
with Upper Case Initials and Italic Fonts.

5We understand parthood as proper parthood in the sense of formal mereology [20], i.e., a transitive, irreflex-
ive and asymmetric relation.



2.6. Analysis and Reconstruction of GENIA

Our approach to design a new ontology covering the existing GENIA classes rests on the
following steps:

1. We analyze each GENIA “scope note” in terms of its definitory value, both un-
der an intensional (i.e., the definition) and an extensional(i.e., the subordinate
classes) point of view. We hereby focus on how the linguisticexpressions con-
tain sufficient information to delimit the meaning of the associated term and the
extension of the class it refers to.

2. Under the assumption of the current GENIA ontology being ataxonomy we an-
alyze it with regard to proper classification principles. Keeping in mind that a
major purpose of GENIA is to unambiguously assign exactly one semantic label
to each text entity under scrutiny, this requires a mono-hierarchical classification
tree with pair-wise disjoint and exhaustive classes at eachclassificatory level.

3. We logically redefine the classes, exploiting both the associated scope notes and
canonical biological knowledge. As we are aware of the fact that a comprehen-
sive ontological account often requires a highly expressive language, we do not a
priori impose any restriction on that language. However, wherever computation-
ally expensive formalizations result, we transform them into a simplified repre-
sentation using OWL-DL, according to the preferences of thecomputer science
approach to ontology implementation. The expressivity problems can most likely
be solved by integrating rules through the Semantic Web RuleLanguage (SWRL)
[11] in our BIOTOP implementation. This framework built on top of OWL-DL
allows to combine class definitions with rules and, by doing so, makes it feasible
to express complex facts that cannot be expressed using class definitions alone.
A caveat is that the rules must be applied carefully to avoid excessive computa-
tional costs. If applied with care, however, they can certainly improve the exist-
ing coverage of the domain. Hence, their use will be investigated as a future step
in the development of BIOTOP.

4. A major requirement rarely met by any existing biologicalontology is the in-
troduction of true definitions. This means that both the necessary (i.e., getting
from a class to its conditions) and the sufficient conditions(i.e., getting from the
conditions to a specific class) for class membership which need to be described.
The latter is one of the main requirements in order to fully exploit the inferential
power of description logic reasoners such as RACER [10]. Machine reasoning is
then used for checking the logical consistency of the ontology. Any inconsistency
found will then require additional change iterations. We expect that abstraction
from full first-order logic will lead to a loss of expressivity which we intend to
counterbalance by the introduction of auxiliary constructs.

5. The interfaces to existing ontologies such as the Gene Ontology, CHEBI, etc. are
identified. Besides this, the new ontology should exhibit a sufficient granularity
and coverage to support a mapping to the classes of the GENIA ontologies with-
out ambiguities. This would meet the requirements of the text mining community
for which GENIA has evolved as a kind of a quasi standard.



3. Analysis of GENIA

3.1. Analysis of Scope Notes

A general impression of the scope notes is that besides cursory hints to related terms,
they do not contain sufficient definitory information. A reason for this may be that the
annotators using GENIA were too familiar with these terms and hence believed that no
additional information was required. Summarizing some of the typical shortcomings,
Table 1 reveals that only a quarter of all classes are fully defined by their scope note. Half
of the GENIA classes are incompletely described by just enumerating their subclasses or
listing examples. Yet another quarter does not even have a scope note.

3.2. Analysis of GENIA’s Ontological Structure

A formally correct taxonomic classification is done on the basis of the ontological nature
of the entities. Classes in an ontology stand for universals(or logical expressions denot-
ing universals), whilst instances correspond to entities which cannot be instantiated [5].
Whereas it is straightforward to assume classes such as organism, cell, individual DNA
(desoxyribonucleic acid) molecule to be instantiated by concrete entities (e.g., “this in-
dividual cell under this microscope”), we also observed numerous oddities which arise
with regard to other classes such as source, cell type, tissue, protein family or group.
identified the following kinds of classes which require deeper ontological inquiry.

3.2.1. Source and Substance

The division between “Source” and (chemical) “Substance” constitutes the uppermost
partition of the GENIA ontology. Whereas “Substance” refers to chemical substances
involved in biochemical reactions, “Sources” are defined as“biological locations where
substances are found and their reactions take place”. They are subdivided into natural
(such as organism, cell) and artificial sources (such as cellline). As much as it may be
acceptable that for specific purposes biological objects are not distinguished from the
space they occupy, biological location can hardly be accepted as a suitable upper-level
distinction. For example, “Natural Source” subsumes different kinds of entities (cell,
cell component) which also occur in artificial sources, e.g., cell lines. Our suggestion is
therefore to treat “Source” as a role and not as top-level class.

Feature Occurrences Class Scope Note

No Definition 11 Carbohydrate

Examples Only 18 Amino Acid Monomer An amino acid monomer, e.g., tyr, ser

Partial 2 Artificial Sources Cultured, immortalized or otherwise

Definition artificially processed sources

Full 10 Domain or Region A tertiary structure that is supposed

Definition of Protein to have a particular function, e.g., SH2

Enumeration 4 Organism Organisms include multi- and

of Subclasses mono-cell organisms

Table 1. Analysis of GENIA scope notes



3.2.2. Cell Type

“Cell Type” occurs as a sibling of “Organism” and “Tissue” and is vaguely described in
the corresponding scope note as “a cell type, e.g., T-lymphocyte, T-cell, astrocyte, fibro-
blast”. Here the question arises whether the attribute “type” is merely a notational flavor
or conveys an additional meaning, e.g., a metaproperty instantiated by universals instead
of individuals [5]. An instance of “Cell Type” would therefore not be an individual cell
but rather a universal such as “Fibroblast” or “Leukocyte”.But in turn this argument
would equally justify the creation of classes such as “Tissue Type” or “Organism Type”.
In any case, such classes would specialize the class “Natural Source” since sources are
defined as biological locations and a “Cell Type” is definitely not a biological location.
Hence we suggest to ignore the meta-level reading and read “Cell Type” as “Cell”.

3.2.3. Family or Group

A similar problem can be found with classes labeled “Family or Group” (in the DNA,
RNA and Protein branch) defined by GENIA as “a family or a groupof proteins, e.g.,
STATs6”. Such a class definition addresses the need of a reference toinstances of a
human-made classification scheme for proteins rather than to instances of biological
classes. That again, would correspond to a meta-class reading leading to conflicts with
the parent classes “Protein” and “Substance”. We may argue that such classification
schemes follow biological functions, locations and other roles (e.g., structure proteins,
enzymes, or transport proteins) and because of this an account for this phenomenon by
a separate branch of the ontology (e.g., “Role”, “Function”, “Entity of Classification”)
would be required.

3.2.4. Other

Residual categories, although repeatedly criticized [3,2], are characteristic for classifi-
cation systems since they allow for an exhaustive, non-overlapping coverage of a given
domain even for those entities which do not fall into the properly defined categories.
GENIA’s use of residual categories (e.g., “Other Natural Source”, “Other Organic Com-
pound”) is however quite inconsistent because residual categories are only present in
some partitions but missing in others (e.g., “Natural Source”). Although residual classes
are ontologically irrelevant (i.e., their instances lack acommon property), they can never-
theless be formalized as the logical complement to the unionof their siblings. However,
they may be misused for classifying those instances which are simply underspecified due
to missing information and hence degrade the quality of classification.

3.2.5. Masses, Aggregates and Collectives

Many kinds of biological and chemical entities occur as collectives of uniform objects
(e.g., cell collections or H2O molecules). More complex aggregations of cells and intra-
cellular matrices are present in biological tissues. A prototypical example is “Tissue”,
described in GENIA as “a tissue, e.g., peripheral blood, lymphoid tissue, vascular en-
dothelium”. That is not a proper definition but merely an enumeration of possible sub-
classes. For instance, “Tissue” in a biological context denotes an aggregate of cells and
intracellular substances. Due to this fact it is not clear what exactly is an instance of

6Signal Transducers and Activators of Transcription



“Tissue”. The main difficulty here is to make a clear commitment to the referents of such
mass or collection terms. In principle, there are good arguments to refer to either (i) the
totality of the mass/collective (e.g., all red blood cells (RBCs) in an organism), (ii) any
portion of it (e.g., the RBCs in a lab sample) or (iii) the minimal constituent (e.g., a
single RBC). So far there is no biological ontology which sufficiently accounts for the
distinction between single objects and collectives.

4. Design of the BIOTOP Ontology

The design of BIOTOP (Biological Top-Level) was done by two of the authors with
good knowledge in description logics as well as molecular biology. For ontology engi-
neering, we used the Protégé ontology editor [12] supportedby the RACER termino-
logical reasoner [10] for consistency checking. This framework required a restriction to
the OWL-DL language specification. BIOTOP contains a total of 146 classes (85 fully
defined), 12 relations and 171 restrictions. The ontology successfully classifies on a
middle-end laptop computer in about four minutes. It is available for download from
http://morphine.coling.uni-freiburg.de/∼schulz/BioTop/BioTop.html.
In the course of engineering the BIOTOP ontology, several design decisions were taken
which we discuss next.

4.1. Relations

In addition to the class-level taxonomy-buildingIs_A relation, we introduced the mere-
ological relationsproper_part_of andhas_proper_part which relate individuals. Al-
though the OBO relations proposal prefers the reflexive reading (e.g., “my body is part
of itself”) [21], we adopt the irreflexive variant for two reasons. Firstly, reflexivity is
counterintuitive in biology since the common language use of ‘part’ excludes iden-
tity. Secondly the OWL-DL language specification does not support reflexive relations.
Just as proposed by Simons [20], takingproper_part_of as a primitive is just a mat-
ter of convention. The relationsproper_part_of andhas_proper_part are subrelations
of located_in and location_of, respectively [21]. The refining criteria for distinguish-
ing proper_part_of from located_in are complex and discussed in [19]. Two subrela-
tion pairs ofhas_proper_part were introduced,viz. has_grain andgrain_of (accord-
ing to [16]) as well ascomponent_of andhas_component, respectively, both relations
being intransitive. The relationhas_grain allows for the definition of collectives (i.e.,
amounts of cells, molecules, etc.) in terms of their constituent objects. The relation
has_component relates compounds to their constituent components. An example for this
is the relation between a protein chain and its constituent amino acid monomers. The
criterion for the assignment of this subrelation is based onthe notion of a partition: all
parts related byhas_component are mutually non-overlapping and sum up to the whole
entity. We can formally deduce this relation fromhas_proper_part as follows (using

∑

for the mereological sum [25] and the RCC relationspo for proper spatial overlap and
dc for spatial disconnection [4]):

has_componentP (a, b0) ↔ (1)

∃a, b0, ..., bn :

n
⋂

ν=0

has_proper_part(a, bν) ∩

[

n−1
⋂

ν=0

n
⋂

µ=ν+1

¬po(bν , bµ)

]

∩

n
∑

ν=0

bν = a



The relationhas_grain can be formalized in a similar way:

has_grain(a, b0) ↔ ∃a, b0, ..., bn :

n
⋂

ν=0

instance_of(bν , B)∩ (2)

n
⋂

ν=0

has_proper_part(a, bν) ∩

[

n−1
⋂

ν=0

n
⋂

µ=ν+1

dc(bν , bµ)

]

∩

n
∑

ν=0

bν = a

Whereas a compound’s sortal identity depends on the exact sum of its components, a
collective identity does not. If one removes a single blood cell from a given blood sample
then the type of the sample still remains the same. But if a nucleotide is removed from a
gene sequence then it instantiates a different type. Another criterion is that grains unlike
components are not spatially connected. However, this requires a clear-cut conceptual-
ization of connection. Another difference between grains and components can be found
in the relation between components and compounds dependingon a partition (see sub-
scriptP in formula 1). There may be different ways to dissect an entity into compounds.
Consider a human skeleton which is normally partitioned into its 206 bones. A more
coarse-grained partition (e.g., considering skull and pelvis single components), however,
is also possible. Also, a DNA sequence can be partitioned either into nucleotides or into
tri-nucleotide units called codons with each coding for a single amino acid. Finally, the
arrangement of components is fundamentally relevant to thenature of the compound,
whereas the arrangement of grains is irrelevant for the collective. (This issue is not con-
sidered in the above formula.)

Since it is not possible to directly translate the above formula into OWL-DL, these
considerations need to be added via primitive classes. Future versions of the BIOTOP

ontology may discard those primitive classes and instead apply SWRL rules at this point.

4.2. Collectives

The introduction of collectives as classes of their own, in contrast to their constituent
objects, is justified by the ontological difference betweenthese two kinds of entities and
the referential ambiguity which can commonly be observed intexts. From a cognitive
point of view, a distinction between masses and collectivesis plausible, since humans
perceive them in a different way and therefore use differentlanguage constructs (e.g.,
“some blood”, “du sang”, “Blut” vs. “erythrocytes”, “des érythrocytes”, “Erythrozyten”).
This is the reason why DOLCE makes an ontological distinction between “Collection”
and “Amount of Matter”. We consider such a distinction arguable since is depends on
the scale of granularity and type distinction. Due to the atomicity of matter, actually any
amount of matter can be described as a collective of particles. We even refrain from an
upper distinction between collectives and count entities because any material continuant
can be regarded as a collection of elementary particles.

4.3. New Classes

In order to (at least partly) fulfill our objective of describing ontology classes in terms
of full definitions, we introduced additional classes, manyof which are only textually
addressed in the GENIA scope notes. An example of this is the class “Particle”. It was



originally meant to represent the classical notion of molecule or atom as constituent of
matter. As a property of such a class we required that it should not be homomerous,
i.e., no part of a particle itself should be a particle. Classifying the ontology under this
constraint immediately led to a series of inconsistencies.A closer analysis of chemical
entities revealed that it is indeed highly problematic to classify chemical entities in terms
of unity [9]. Whereas at the level of small molecules this could still be accounted for
by additional subdivisions (e.g., amino acid molecule vs. amino acid residue) this is
nearly impossible for the domain of macromolecules in whichseveral flavors of chemical
bonds (i.e., hydrogen bonds, polar bonds and ionic bonds) are responsible for a broad
and continuous range of cohesive forces. We therefore dropped the notion of a whole and
consequently the requirement of non-homomerity for particles.

A further example of a newly introduced class is “Heterocyclic Base” which is used
for the definition of “Nucleotide”. Compared to other ontologies, the number of fully
defined classes (i.e., definitions in terms of both necessaryand sufficient attributes) is
quite high. Interestingly, there are no such definitory statements in any of the current
OBO ontologies.

4.4. Rearranged Classes

Some classes in the original GENIA ontology are misleading.For instance, “Amino
Acid” subsumes any compound which contains amino acids though the term is regu-
larily used for amino acid monomers. Hence we introduced theclasses “Amino Acid
Monomer” and “Amino Acid Polymer” in order to avoid confusion. Generally, there
seems to be a major confusion in the domain concerning monomers, polymers and subdi-
visions of polymers. The prototypical example for this is DNA. According to the GENIA
ontology, the term DNA refers to one or more of
1. a DNA monomer constituted by a base, desoxyribose and a phospate residue;
2. one polymer constituted by DNA monomers, bound together by covalent bonds;
3. two complementary strands of DNA polymers (cf. 2), joinedby hydrogen bonds;
4. any subdivision of item 2 or 3, provided it is made up of morethan one DNA monomer.
In BIOTOPwe therefore made a sortal distinction between DNA monomer (according to
item 1), full DNA (according to item 2) and DNA which corresponds to item 4. Double
strands are considered to be of different types.

4.5. New Branches

As already pointed out, the “Family or Group” categories from the original GENIA on-
tology are improperly arranged in the hierarchy. In GENIA these categories were in-
cluded to denote terms such as “enzyme” or “membrane protein”. In a statement such
as “the enzyme E”, “enzyme” refers to a biological function whereas “E” refers to an
amount of molecules. What is meant here is that “E” exercisesthe function “enzyme”.
In order to account for this peculiarity we introduced an additional branch named “Non-
Physical Continuant” which subsumes “Biological Function” together with “Biologi-
cal Location”. Just as in the GENIA ontology, BIOTOP does not elaborate on biologi-
cal processes, events, or actions. In the current version itonly contains one single class
named “Occurrent”. An enhancement towards a more detailed description of this kind of
entities will constitute an important issue of future work.



4.6. Mapping to GENIA

In order to guarantee downward compatibility, the originalGENIA ontology was added
as an additional layer, in a separate step. To this end, all terminal GENIA nodes (i.e.,
those which are used for semantic annotation) were added as jointly exclusive classes
and linked to the BIOTOP classes byIs_Arelations. Consistency is assured by applying
the terminological reasoner.

4.7. Interfacing with Other Ontologies

Several BIOTOP classes can be used as links to other existing ontologies. For ex-
ample, “(Bio)Molecular Function”, “Cellular Component” and “Biological Process”
provide links to the homonymous branches of the Gene Ontology. The same can
be applied to the CHEBI ontology. “Molecular FunctionBioTop” interfaces with
“Biological RoleChEBI ”, “Atom BioTop” and “CompoundBioTop” with “Molecular
EntitiesChEBI” and “Subatomic ParticlesBioTop” with “Elementary ParticlesChEBI”.
“OrganismBioTop”, “TissueBioTop” and “Body PartBioTop” can finally be linked to
species-specific OBO ontologies, to the Foundational Modelof Anatomy (FMA) and to
clinical terminologies.

5. Discussion and Conclusion

In this paper we introduced design principles and modeling decisions for the biologi-
cal top-level ontology BIOTOP which is based on the GENIA ontology/annotation vo-
cabulary as a semantic glue for connecting existing biomedical ontologies. BIOTOP has
been devised as a rather expressive model which makes use of the full range of OWL-
DL constructs. Future applications of BIOTOPwill include the provision of semantically
precise classes to improve the quality of semantically annotated corpora (while keeping
downward compatibility to GENIA) and the assurance the consistency of biological on-
tologies in the further development of OBO and clinical terminologies. The latter goal
may be partially impaired by the high computing demands of BIOTOP as a consequence
of its expressiveness. We also plan to augment the current purely OWL-DL based im-
plementation with SWRL rules. By doing so we believe to overcome the still existing
expressivity gaps (stemming from the insufficient OWL-DL constructs) and hence to
achieve better domain coverage. Necessary further steps will be BIOTOP’s enhancement
in the domain of biological functions and processes and the (semi-automatic) generation
of natural language definitions in order to facilitate its usage and to assure its adequacy.
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